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ABSTRACT
This paper studies the task of detecting bots for online mobile
games. Considering the fact of lacking labeled cheating samples
and restricted available data in the real detection systems, we aim
to study the finger operations captured by screen sensors to infer
the potential bots in an unsupervised way. In detail, we introduce a
Transformer-style detection model, namely FingFormer. It studies
the finger operations in the format of graph structure in order
to capture the spatial and temporal relatedness between the two
hands’ operations. To optimize the model in an unsupervised way,
we introduce two contrastive learning strategies to refine both
finger moving patterns and players’ operation habits. We conduct
extensive experiments under different experimental environments,
including the synthetic dataset, the offline dataset, as well as the
large-scale online data flow from three mobile games. The multi-
facet experiments illustrate the proposed model is both effective
and general to detect the bots for different mobile games.
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1 INTRODUCTION
In the past decades, the popularization of mobile terminal devices
(e.g., smartphone and tablet) andmobile operating systems has moti-
vated a rapid growth of pluralistic online mobile games1. Nowadays,
mobile games have accounted for nearly half of the game market
share, and their revenue is growing stably every year. For many
Internet enterprises, the mobile game business has become an im-
portant part of the profit, e.g., it made up fifty percent of NetEase’s
income with 6 billion dollars in 2020.2.

On the other hand, a popular mobile game is inevitably impacted
by the game bots3. Typical bots, such as the cheating programs in
a mobile Fighting Game (FTG), simulate the finger operations with
unreasonable reaction speed to compete with the honest players
in an unfair way. It not only brings frustrating experience to the
honest players, but also causes huge economic loss to the game
companies [23, 24]. Therefore, an effective bot detection approach
is always urgent and of vital importance for any game company.

To date, there has been a great effort to detect game bots based on
multi-view information, such as monitoring suspicious processes
and building the blacklist [24], analyzing players’ profile, behaviors
or social relationships [14, 22, 23].

However, most current efforts only focus on the PersonalComputer
(PC) games, while little attention is paid to the bots in the flourish-
ing mobile games. Compared to the various heterogeneous data
in PC games, the available data for mobile game bot detection is
usually plain and limited. Due to the privacy protocol, in most cases
only the screen sensor data could be available for analysis [13]. The
screen sensor data is collected by a set of sensors under the screen,
which records the events triggered by fingers, such as a click or
drag, as well as the corresponding screen position and timestamp.
Therefore, due to the limited data and the characteristics of the
mobile game business, a bot detection approach has to overcome
the following challenges:
• Double hands operating mode. Most mobile games re-
quire the player to play with both hands, e.g., the left hand
controls the role’s movement while the right hand releases
the skills, so the operations of two hands are highly related.
Thus, an effective approach should not only analyze the

1For brevity, in the rest of the paper, we directly use the term “mobile game” to refer
to “online mobile game”.
2Refer to the financial report of NetEase in 2020 in http://gb.corp.163.com/gbnews/
General.html
3The game bot in this paper refers to the illegal program/software that pretends to be
a player in the game for unfair competition.
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finger movement of each hand, but also consider the tempo-
ral and spatial associations between the operations of both
hands for more precise prediction.
• Lack of labeled cheating samples.The daily sensor records
are massive (e.g., billions of), while the records generated by
bots usually only account for a very small part (e.g., thou-
sands of), thus it is laborious to directly obtain the cheating
samples by manual labelling. An unsupervised approach is
urgently required to find the potential cheating operations
from the tremendous amount of daily data.
• General for different games or game scenes. For a game
company, it may operate dozens of mobile games at the
same time. Also, most mobile games are not limited to a
single game scene. For example, different maps or modes
(e.g., single-player mode and multi-player mode) will change
the game scene, which can also influence the rule and the
way to play. Moreover, the available games/scenes for model
learning is usually restricted from a commercial perspective,
thus the generality of the proposed approach for different
games/scenes is also an important issue that we should con-
sider.

In response to these challenges, this paper introduces a novel
game bot detection model, called FingFormer , which aims to learn
distinctive operation embeddings via a graph-based Transformer [29,
34] model. Specifically, to model the temporal-spatial associations
between operations of different hands, we regard each record col-
lected by the sensors as a Finger Operation Graph. Each node in the
graph denotes a recorded finger point, the edge between two nodes
of the same hand models the finger movement in the spatial context,
and the nodes of different hands are associated by another type of
edge which models the temporal relatedness between operations.
After that, the proposed FingFormer model takes this graph as input
to study the operation embedding via a graph-based Transformer
model, which contains a Graph-based Encoding module and a Left-
Right Interaction module. Moreover, in order to optimize the model
in an unsupervised way, we introduce two contrastive learning [25]
strategies for both finger movement learning and operation habit
learning. We conduct a set of experiments under different experi-
mental environments, including the synthetic dataset, the offline
dataset sampled from two real scenes, and the large-scale online
data from three mobile games. Our proposed FingFormer can al-
ways achieve the best performance. In a nutshell, the contributions
of this paper are:

• Unsupervised Mobile Game Bot Detection. To the best
of our knowledge, this is the first work to study mobile game
bot detection based on the sensor data and pre-training.
• AGraph-based Transformer-style model. To learn both
hands operation in the temporal and spatial context, we
model a sensor record as a Finger Operation Graph. Addition-
ally, we introduce a novel graph-based Transformer model
(FingFormer) to study the complex operation embeddings.
• Contrastive Learning Strategy. Facing the lack of labels
, we introduce two novel contrastive learning strategies to
learn distinctive embeddings for the successful inference of
bots.

• Extensive Offline and Online Experiments. We evalu-
ate the model on both offline experiments and the large-scale
online bot detection. Experimental results show that the pro-
posed FingFormer is effective on mobile game bot detection
and also generic to different types of mobile games or scenes.

The rest of this paper is organized as follows: Section 2 briefly
reviews the previous works and compares the difference between
PC game bot detection and mobile game bot detection. Section 3
gives some formally definitions. We describe the proposed model
FingFormer in detail in Section 4, validate the model by analyzing
extensive offline and online experiments in Section 5, and conclude
this work in Section 6.

2 RELATEDWORK
The online games, such as personal computer games and mobile
games, have been one of the largest growing Internet business
in the world, attracting a large mount of people from different
ages, nationalities, and occupations [20]. However, the thriving
online game industries are always facing the serious threats from
game bots. A game bot usually pretends to be a human player
but easily achieves great superiority over the honest players due
to its unfair operations, such as the extremely accurate shots or
incredible reaction speed in First-Person Shooting (FPS) games. It is
indisputable that game bots inevitably destroy the game experience
of normal players, and seriously hurt the in-game ecosystem and
the company’s revenue. Therefore, a series of approaches have been
proposed to detect game bots in the past decades, while most of
them focus on the personal computer (PC) games.

For example, many game companies have developed the anti-
cheating systems to serve a better competitive environment for play-
ers, in order to keep the game communities growing up healthily.
However, the anti-cheating systems also have their inherent prob-
lems, namely the system hysteresis. Specifically, it is always being
one step behind the most sophisticated cheaters, due to the search-
ing for malware or evidence that game bots has been tampered
with [20].

Another trend of game bot detection for PC games is based on
the popular machine learning methodology, especially the deep
learning models [8, 26, 31]. They usually design specific models
based on the utilized information to predict whether a player is
a bot or not. For example, literature [1] adopted a concise neural
network model to discriminate human users from game bots based
on the human-craft features extracted from both player profile
and game scenes. While literature [22] designed a combination
of supervised and unsupervised methods based on the behavior
sequences. Some researchers also detected the suspicious players
by analyzing their social relationships. For example, literature [14]
inferred the potential bots based on the virtual goods exchange
networks. Some other works [4, 5, 17, 21] also incorporated other
heterogeneous information to enhance the exploration of bots.

However, the study of bot detection for online mobile games has
not been well-explored. Different from the abundant and hetero-
geneous information in PC games, the available information for
bot detection in mobile game is limited. In particular, usually only
screen sensor data is available for the bot analysis mainly for the
following two reasons: (1) privacy protection, screen sensors capture
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the events on the screen without the request of other permissions
of a mobile phone, thus the personal information is unable to be
collected by the sensors, which effectively protects the privacy of
players (2) general among mobile games, the screen sensor data is a
common data type for any mobile game, thus an effective sensor
data-based detection method will be generic for different mobile
games. For instance, literature [30] detected auto clicks in mobile
games based on simple features extracted from screen sensor data.

Moreover, the insufficient labelled cheating samples also brings a
dilemma for a (semi-)supervised model to distinguish the bots from
the massive daily records via the supervised signals. Therefore, this
paper aims to deal with the unsupervised mobile game bot detection
problem by introducing a systematic framework, FingFormer, for
the construction of the real-world cheat recognition applications.

3 PROBLEM DEFINITION
Before introducing the approach, we first give the formal definitions
related to the studied problem. Without loss of generality, we in
this paper focus on the typical two-hands mobile games, i.e., require
both hands to operate, as the single-hand games can be regarded
as a special case of the studied problem. Moreover, we assume that
at each timestamp only one finger can operate on the screen for
each hand, but both hands can operate at the same time. For the
bot detection of the multi-touch mobile games (more than three
fingers), such the music game, we leave them as a future work.

In this paper, we study the problem of mobile game bot detection
based on the records collected by the screen sensors, where each
record contains a sequence of finger events on the screen. A finger
event is defined as:

Definition 1 (Finger Event). A finger event e denotes a process
of a single finger from pressing the screen to leaving the screen.
It is defined as e = {P,γ }. P = {p1,p2, . . . ,p |P |} is a sequence of
points on the screen. Each point pi is a triplet (xpi ,ypi , tpi ), where
(xpi ,ypi ) is the coordinate of the screen and tpi is the timestamp of
point pi , and tpi < tpi+1 . γ ∈ Γ denotes the current event event, and
Γ is a set of all possible event types that the sensors could capture,
such as a click or a drag.

The sensors usually collect the data according to a certain time
interval, so one finger event can be a sequence of points if it lasts
for a long time, like a “drag” or a “long press”. Also, it is noteworthy
that the screen sensors cannot distinguish which finger (or hand)
triggers the event on the screen.

Definition 2 (Record). A record collected by sensors in a given
time window is defined as r = {τ ,u}, where u is the corresponding
player id, which has been anonymized but the records of the iden-
tical player share the same id. τ is an event sequence generated by
this player, i.e., τ = {e1, e2, . . . , e |τ |}.

To be precise, the event sequence τ is not a strict sequence from
the aspect of time. Since the sensors cannot directly distinguish
which hand triggers an event, for two events ei , ej ∈ τ and i < j,
ei either happens before ej (they belong to the same hand) or they
intersect in time (they belong to different hands). Finally, we define
the studied unsupervised mobile game bot detection problem as:

Definition 3 (Mobile Game Bot Detection). Given a set of records
R = {r1, r2, · · · , r |R |}, this task aims to infer the potential cheating
records in an unsupervised way.

Table 1: The primary notations in this paper.
Sensor Record

R = {r1, r2, · · · } a set of records collected by sensors
r = {τ , u } a record
u the player id
τ = {e1, . . . , e |τ | } a sequence of finger events
e = {P, γ } a finger event
γ ∈ Γ γ is an event type, Γ denotes all possible types
P = {p1, . . . , p |P | } a finger point sequence of the event e
p = (xp, yp, tp ) a finger point
(xp, yp ), tp the coordinate on the screen and timestamp

Preprocess
G = {G(l ), G(r ), E(l,r ) } the finger operation graph of a record
G(l ) = {V(l ), E(l ) } the left-hand graph
V(l ) = {(v (l )i , a (l )i )} the node set of the left-hand graph
v (l )i , a (l )i a left-hand node and its attributes
E(l ) the intra-edges of the left-hand graph
E(l,r ) the inter-edges across different hands
b (l )i, j, b

(l,r )
i, j attributes of edges (v (l )i , v (l )j ) and (v

(l )
i , v (r )j )

∆t (l,r )i, j the time interval between v (l )i and v (r )j
d (l )i, j the distance between v (l )i and v (l )j on screen

Model Architecture
E the learnable embedding table
Φ the Graph-based Encoding module
Ψ the Left-Right Interaction module
X , Y , Z X is the input of the module Φ

Y , Z are the input and output of Ψ,
e the final embedding of a record (graph)

4 FINGFORMER
As shown in Fig 1, the proposed FingFormer contains two concise
parts: (1) a preprocess stage first converts each screen sensor record
into a Finger Operation Graph; (2) the FingFormer model takes
the graph as input and generates the graph embedding via two
Transform-style modules, i.e., the Graph-based Encoding module
and the Left-Right Interaction module. Moreover, we introduce two
contrastive strategies to optimize the model under the unsupervised
scheme. The primary notations used in this paper is arranged in
Table 1, and the following sections detail the whole framework.

4.1 Preprocess
To model the temporal-spatial relatedness of the two-hands opera-
tions, we regard each record as a Finger Operation Graph. We first
explain how to build the graph, and then illustrate our motivation
for such design.

4.1.1 Graph building. As shown in Fig 1, each node in graph is a
recorded finger point on the screen. The finger operation graph
contains two types of edges: (1) intra-edge, which models the finger
movement of each hand in the context of space; (2) inter-edge, which
illustrates the operating association between two hands in time.

Specifically, since the screen sensors cannot directly distinguish
different hands, to construct the graph, we first need to divide the
finger events into left hand and right hand. The process is primarily
based on two empirical rules:
• Continuity rule. All the finger points of an event should
belong to the same hand. In Fig. 1, for example, the points
p1,p2,p3 in once drag event should belong to the same hand.

3369



WWW ’22, April 25–29, 2022, Virtual Event, Lyon, France Wenbin and Xiaokai, et al.

Screen Sensor Record

𝑝1
𝑝2

𝑝3

𝑝1

𝑝3

𝑝2

𝑝1

𝑝1

Spatial Biased 

Attention

Add & Norm

Feed Forward

Add & Norm

Temporal Biased Attention

a finger point a click event a drag event

Legend

Graph building

𝑣1
(𝑙)

𝑣3
(𝑙)

𝑣4
(𝑙)

𝑣2
(𝑙)

𝑣1
(𝑟)

𝑣2
(𝑟)

𝑣4
(𝑟)

𝒢(𝑙) = {𝒱 𝑙 , ℰ(𝑙)} 𝒢(𝑟) = {𝒱 𝑟 , ℰ(𝑟)}

ℰ(𝑙,𝑟)
ℰ(𝑙) 𝒱 𝑟 ℰ(𝑟)

𝒱 𝑙

𝑣3
(𝑟)

Spatial Biased 

Attention

Add & Norm

Feed Forward

Add & Norm

Temporal Biased Attention

Input graph

Preprocess Model Architecture

node attri: 𝒂1
(𝑙)
= (𝑖, 𝛾1

(𝑙)
, 𝑑1,2

(𝑙)
, 𝛼1

(𝑙)
)

intra-edge attri: 𝒃1,4
(𝑙)

= (𝑑1,4
(𝑙)
)

inter-edge attri: 𝒃3,2
(𝑙,𝑟)

= (Δ𝑡3,2
(𝑙,𝑟)

)

Graph-based 

Encoding Module

Feed Forward Feed Forward

Finger Operation Graph

Left-Right 

Interaction Module

𝑳𝟏 ×

𝑳𝟐 ×

𝒀 𝑙 𝒀 𝑟

𝒁 𝑙 𝒁 𝑙Aggregating Layer

𝒆

the order of points in time

Figure 1: An illustration of the proposed FingFormer. Left: the collected sensor data is first processed into a finger operation
graph, which models the temporal and spatial relatedness between the collected finger points. Right: the FingFormer model
contains two modules, where a Graph-based Encoding module takes the graph as input and studies the finger movement for
each hand, while the Left-Right Interaction module fuses the information from both hands and refines the embedding.

• Position-based rule. On top of the continuity rule, we ad-
ditionally split the points by their positions on the screen.
In practice, we regard the left half part of the screen belongs
to the left hand, while the right part as the movement area
for the right hand. Moreover, for an event that crosses the
left and right areas, such as a “drag”, we regard it belongs to
the area where the first finger point appears.

According to above rules, each point in a record will be assigned to
the corresponding hand.

After that, we construct a finger operation graph as

G = {G(l ),G(r ), E(l,r )}, (1)
where G(l ) is the left-finger operation graph and G(r ) is the right-
finger operation graph, they are both complete graphs that model
the finger movement of each hand. E(l,r ) refers to the set of inter-
edges across G(l ) and G(r ).

We take left graph G(l ) = {V(l ), E(l )} as an example (same for
the right graph).V(l ) = {(v(l )i ,a

(l )
i )

��i ∈ [1, · · · ,nl ]} denotes the set
of nl left nodes. Each node v(l )i corresponds to a recorded point of
left fingers. a(l )i denotes a set of attributes of node v(l )i :

a(l )i = (i,γ
(l )
i ,d

(l )
i,i+1,α

(l )
i ). (2)

The index i denotes the node v(l )i is the ith point in left-hand oper-
ation sequence according to the timestamp, γ (l )i denotes the event
type. d(l )i,i+1 is the distance to the next finger point in time, and α (l )i
represents the included angle, i.e., the included angle between edges
(v
(l )
i−1,v

(l )
i ) and (v

(l )
i ,v

(l )
i+1) on the screen. The attributes d(l )i,i+1 and

α
(l )
i reveal the moving characteristic of the finger. E(l ) denotes the

intra-edges between each pair of the nodes in left graph:

E(l ) =
{
(v
(l )
i ,v

(l )
j ,b

(l )
i, j )| v

(l )
i ,v

(l )
j ∈ V

(l )
}
. (3)

b(l )i, j is the edge attribute. Without loss of generality, we here use the
distance between the two points as the attribute, i.e., b(l )i, j = (d

(l )
i, j ),

which models the spatial relatedness between every two points.
Between the two graphs, there is a set of inter edges E(l,r ) which

models the temporal association between the left-hand and right-
hand operations:

E(l,r ) =
{
(v
(l )
i ,v

(r )
j ,b

(l,r )
i, j )| v

(l )
i ∈ V

(l ),v
(r )
j ∈ V

(r )
}
. (4)

Also, we here only use the interval time between nodes v(l )i and
v
(r )
j as the edge attribute, i.e., b(l,r )i, j =(∆t (l,r )i, j ).
Moreover, all the attribute values (including node attributes and

edge attributes) will be converted into the integer type, serving for
the next embedding learning model.

4.1.2 Discussion. Here we bring a brief discussion of the finger
operation graph by answering the following questions.

(1) Why we use the distance as the attribute of intra-edge?
The nodes of each graph is a sequence, i.e., if i<j , the correspond-

ing node (point) v(l )i must happen before node (point) v(l )j . In that
case, we do not have to model the temporal relationship between
different nodes in each hand. On the other hand, we should model
the relative distances between each two nodes, as it can reflect the
typical finger moving patterns, which help us discover the abnormal
samples.

(2) Why we use the interval time as the attribute of inter-edge?
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As the two hands are limited to each side of the screen, the finger
points of different hands are usually independent in space. However,
they are highly related in the temporal context. For example, a
game requires the left finger to control the direction while the right
finger to release the skills. In this case, the operations of the left
and right fingers need temporal tacit in order to achieve a good
score. Moreover, modeling the temporal association between left
and right fingers can help summary the typical operating patterns
for different games, benefiting the exploration of the bots.

4.2 Model Architecture
The architecture of the proposed FingFormer is presented in the
right part of Fig. 1, which takes the finger operation graph as input
and generates the graph embedding, reflecting a global view of the
record. FingFormer consists of two encoding modules to model the
contextually operating information from both hands. In the first
module, two separate Graph-based Encoding modules take each
single-hand operation graph as input, and learns the the embedding
by estimating the spatial relatedness among finger movements.
After that, a Left-Right Interaction module integrates both left-hand
and right-hand embeddings and studies their interaction from the
temporal perspective.

4.2.1 Graph-based Encoding Module. The Graph-based Encoding
module Φ(·) consists of two blocks Φ(l )(·) and Φ(r )(·), which process
left-hand and right-hand graphs through a multi-layer graph-based
Transformer encoders, separately. Since the two blocks are coun-
terparts, we here detail the architecture of left block Φ(l )(·).

Encoding block Φ(l ) takes the left-hand graph G(l ) as input. In
detail, for each node v(l )i with attributes a(l )i = (i,γ

(l )
i ,d

(l )
i,i+1,α

(l )
i ),

we first map each attribute value into continuous vector space and
obtain the attribute embedding X (l )i via the follows aggregating
function:

X (l )i = Eγ (γ
(l )
i ) + Ed (d

(l )
i,i+1) + Eα (α

(l )
i ) + Epos (i), (5)

where Eγ , Ed , Ed , Eα , Epos are learnable embedding matrices
shared between modules Φ(l ) and Φ(r ), Epos is the positional em-
bedding matrix [29] which preserves the order of finger points in
the left hand.

After that, a multi-layer Graph-based Transform-style encoder
is adopted to capture the finger movement. In detail, to discover the
typical finger movement patterns in each single hand, we introduce
a spatial-biased multi-head self-attention SpatialBiasedAttn(·) to
study the spatial correlation between different recorded points,
where ith self-attention head is:

A(i) = Q(i)K (i)⊤/
√
dk + B

(l )
Φ , (6)

Q(i) = HW
Q
i , K (i) = HW K

i , V (i) = HWV
i , (7)

where H is the input of each attention layer and the attribute
embedding X is the input of the first layer.WV

i ,WQ
i andW K

i
are the learnable matrices. The offset matrix B(l )Φ is the intra-edge
embedding matrix corresponding to edge attributes. In particular,
for each intra-edge (v(l )i ,v

(l )
j ), its embedding is:

B(l )Φ (i, j) = Eintra (d
(l )
i, j ), (8)

where Eintra is a learnable embedding matrix shared between Φ(l )

and Φ(r ), which incorporates the spatial correlations among the
finger movements into embedding learning. Finally, the Graph-
based Encoding module generates the left-hand embedding as:

Y (l ) = Φ(l )
(
G(l )

)
. (9)

4.2.2 Left-Right Interaction Module. The previous Graph-based En-
coding module can only capture the finger movements of each hand,
however, in real gaming, the left-hand and right-hand movements
are highly correlated in time. For instance, a game may require the
player to drag with his left hand to control the direction so that
he faces the enemy, while clicking with his right hand to release
the skill. Therefore, we introduce another Left-Right Interaction
module Ψ(Y (l ),Y (r )) to estimate the temporal associations between
the operations of both hands. It contains the multi-layer temporal-
biased multi-head attention:

TempBiasedAttn(Q,K ,V ,BΨ). (10)

The calculation of Eq. (10) is similar to Eq. (6) and Eq. (7), but the in-
put matrixH in Eq. (7) is replaced withQ ,K andV , respectively. BΨ

is the inter-edge embedding matrix, which reveals temporal relat-
edness between left and right operations. For each edge (v(l )i ,v

(r )
j ),

its embedding is calculated as:

BΨ(i, j) = Einter (∆t
(l,r )
i, j ), (11)

whereEinter is a learnable embeddingmatrix,∆t (l,r )i, j is the attribute
value of inter-edge (v(l )i ,v

(r )
j ), indicating the interval time between

the two points. Similar to Eq. (6), The inter-edge embedding BΨ is
adopted as a bias in the attention calculation for each layer.

To fully model the interaction between hands, as shown in Fig. 1,
in each layer, we adopt a pair of symmetry temporal-biased multi-
head attention to jointly learn the left-right association as:

M(l ) = TempBiasedAttn(l )(H (l ),H (r ),H (r ),BΨ), (12)
M(r ) = TempBiasedAttn(r )(H (r ),H (l ),H (l ),−B⊤Ψ). (13)

After that, a skip connection is adopted to send the interaction
information as well as the single hand operation patterns to the
next layer:

H (l ) ← FFN (l )
(
H (l ) ⊕M(l )

)
, (14)

H (r ) ← FFN (r )
(
H (r ) ⊕M(r )

)
, (15)

where FFN (·) is a feed-forward network, ⊕ denotes a concatenating
operation. H (l ) is the left-hand input for each attention layer, and
the input of the first layer is Y (l ). The last layer of the temporal-
biased attention output the embedding matrix of left-hand and
right-hand operating embeddings Z (l ) and Z (r ). Finally, we obtain
the whole graph representation e by an aggregating layer, which
summaries the information from all the nodes in the graph as:

e = So f tmax(FFN (Z ))⊤Z , Z = Z (l ) ⊕ Z (r ). (16)

The graph embedding e will be used for the model optimization in
Section 4.3 as well as finding the bots.
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4.2.3 Complexity Analysis. The time complexity consists of two
parts: the preprocess stage and the FingFormer model. The pre-
process stage takes a screen senor record as input and generates
the corresponding finger operation graph. Its time complexity is
about O(n2), where n is the number of points in a record. The
FingFormer model contains two modules. For the Graph-based En-
coding module, it consists of two blocks for different hands, and
the time complexity of encoding the left-hand graph is O(L1n2l d),
where nl is the number of nodes, L1 and d are the number of layers
and hidden dimension, respectively. The time complexity of the
Left-Right Interaction module is O(2nlnrdL2), where L2 is the num-
ber of layers in the module. Therefore, the total time complexity of
FingFormer module is O(d(n2l + n

2
r )L1 + 2dnlnrL2), which is much

lower than the traditional Transformer models which concatenate
the left-hand record and right-hand record as input.

4.3 Contrastive Learning Strategy
Due to the difficulty of obtaining sufficient cheating samples, an un-
supervised learning strategy is urgently encouraged to distinguish
the bots from the honest players. Typical unsupervised learning
strategies, such as to reconstruct the input, however, usually fail
to deal with the screen sensor data. Since the input operation se-
quence is expected to be fully decoded from the learned embedding,
the reconstruction-based learning is very sensitive to the noise.
For example, a human player is usually easy to make a touch by
mistake on the screen, so that the reconstruction-based learning is
not applicable to learn the real operating patterns. To handle this
problem, we introduce two contrastive learning strategies for train-
ing mobile game sensor data, which learn the finger movements
and a player’s operating habits, respectively.

4.3.1 FingerMovement Contrastive Learning. Since the goal of most
bots is to maximize the benefit in game, many cheating programs
will display the unusual finger movement patterns in some specific
scenarios. For example, when trying to get close to a boss, most
human players tend to move around slowly and carefully, trying to
find its weakness. However, the mature bots usually directly rush to
the boss according to a established track and release the skills. The
different behaviors between human players and bots will reflect in
their finger movements. Therefore, our first objective is to capture
the finger moving patterns by the contrastive strategy. Specifically,
inspired by the sampling strategies in [7, 18, 27], for each mobile
game record ri = {τi ,u} from player u, we down-sample another
sequence τi,ρ from the finger moving sequence τi with probability
ρ as:

τi,ρ = DownSample(τi , ρ). (17)

In practice, we set the sampling probability ρ as 0.8. The sampled
sequence τi,ρ can be regarded as the positive sample of the original
sequence, which gives a vague description of the original moving
patterns. Then we generate another negative sample τz,ρ , which is
obtained via down-sampling from another random record rz . Thus,
the objective of learning the finger movement is to distinguish the
positive sample from the negative sample via:

ℓ1(ri ) = −loдσ

(
D1

(
ei ,ei,ρ

) )
−loдσ

(
1 − D1

(
ei ,ez,ρ

) )
, (18)

where e is the learned embedding from the FingFormer model. The
function D1(x ,y)=x⊤W1y + b1 is a bilinear function, whereW1
and b1 are the learnable parameters.

4.3.2 Operation Habit Learning. However, the first contrastive
strategy cannot covers all the bots, as some “clever” bots can still be
disguised as a human player by performing some redundant/random
finger movements. We thus require another strategy to enhance the
discrimination, which we consider to model the player’s operation
habits.

In detail, we have observed that a player usually has his/her own
operat ion habits, such as the collaborative mode between hands
when releasing a combo4. Despite the operations of the same player
can be diverse for different mobile games, his/her operation habits
should retain in different games. Also, it is intuitive that different
players usually do not have exactly the same habits. However, for
a bot software, it is always sold to as many people as possible for
the huge profits. In that case, the cheating players who use the
same type of bots will behave similar or exactly the same operation
habits. Thus, for the operation records τi and τj from the same
player u, we randomly select an operation record τk from another
player v , and introduce the following objective:

ℓ2(ri ) = −loдσ

(
D2

(
ei ,ej

) )
−loдσ

(
1 − D2

(
ei ,ek

) )
, (19)

The goal of the above objective is to refine the operation habits of
a player u by distinguishing his/her habits from another players v .

4.3.3 Objective. The total objective function thus can be defined
as the weighted sum of the two contrastive strategies:

L = λ1
∑
ri ∈R

ℓ1(ri ) + λ2
∑
ri ∈R

ℓ2(ri ) (20)

where λ1 and λ2 are the hyper-parameters to balance the two parts.

5 EXPERIMENT
To validate the effectiveness of the proposed model, we conduct ex-
tensive experiments in different environments. All the experimental
data and environment below are provided by NetEase Games5.

5.1 Experiment Settings
we first detail the datasets, evaluating metrics, and baseline models
used in the experimental studies.

5.1.1 Dataset. The data can be roughly divided into two parts:
a training dataset for pre-training the models, and three test
datasets to verify the performance. The training dataset is arranged
as follow: we randomly sample about 100,000 records of a scene A
in an online mobile game Game06 in a day. The three test datasets
are organized as follow:
• Offline Test Data. The offline test data contains two parts.
The first part is 3,000 labeled records of scene A in Game0,
where the normal records and cheating records are both
1,500. Also, to evaluate the generality to different scenes,
there are 3,000 labeled samples from another scene B in

4A combo refers to a sequence of actions (usually controlled by the left hand) or skills
(usually released by the right hand) in a limited time.
5http://game.163.com
6All the names of games/scenes have been anonymized.
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Table 2: The clustering performance on the synthetic dataset. (bold: best; underline: runner-up.)

traj2vec Traj2SimVec Transformer t2vec FingFormer Improvement
NMI 0.005 0.117 0.419 0.758 0.830 9.50%
ARI -0.008 0.027 0.387 0.721 0.852 18.17%

FingFormertraj2vec Traj2SimVec Transformer t2vec

Figure 2: Visualization of the learned embeddings in the synthetic dataset. The red points denote the normal records, while
the other four colors are the cheating records generated by four different bots.

Game0, where the normal and cheating records are also both
1,500.
• Synthetic Test Data.We obtained four different game bots
before. We use each bot to generate 300 gaming records
in the scene A , together with the 1,500 normal records to
combine the synthetic test dataset.
• Online Test Data. We capture a small daily data flow of
three online games from the server (i.e., Game1, Game2 and
Game3). It contains about a million operation records, and
the proportion of the three games is about 1:3:20. For each
game, we require a detection model to infer the top-1%
records which are probably to be the bots. Then, the experts
will label the predicted records and evaluate the performance.

5.1.2 Evaluation Methodology. In the following experiments, we
adopt ARI [33] and NMI [12] as clustering metrics, Precision and
F1-score as classification metrics to evaluate the performance in
different experimental environments. Precision is only used in the
online experiment.

5.1.3 Baseline. Since there is no previous work focusing on this
problem, we in this paper primarily compare with the state-of-the-
art approaches that models the sequential data:
• traj2vec [32] focuses on trajectory clustering. It first ex-
tracts a feature sequence through a sliding window, then
employs a sequence-to-sequence auto-encoder to learn tra-
jectory representations.
• Traj2SimVec [35] focuses on the trajectory similarity com-
putation. It simplifies the trajectories for indexing to obtain
triplet training samples efficiently, and incorporates sub-
trajectory similarity information into embedding learning.
• t2vec [15] also focuses on trajectory similarity computation.
It introduces a spatial proximity-aware loss function and a
de-noise sequence-to-sequence based model to recover the
original trajectory.
• Transformer [29] is an effective attention-based approach
to model the sequential data, which has achieved the-state-
of-the-art performance in various tasks in natural language
processing [2, 9, 19], computer vision [3, 6, 10], etc.

5.1.4 Experiment Settings. We need to study both the left-hand
and right-hand operation sequences, thus for the models except

Transformer, we train two sub-models, each studies the operations
of a hand, while the output of two sub-models are concatenated as
the final representation of the input record. For Transformer, follow-
ing [9], we concatenate left-hand sequence and right-hand sequence
separated by a special token [SEP]. The input of Transformer is the
same as our FingFormer, and we also adopt our contrastive learning
strategy to pre-train Transformer.

For our FingFormer, the hidden dimension d is set as 128, the
numbers of heads in temporal-biased attention and spatial-biased at-
tention are both set as 8. Based on the statistics of operation records,
we empirically set the maximum number of left-hand points nl as
270 and right-hand points nr as 130, respectively. The numbers of
encoder layers L1 and L2 are both set to 2. We put equal weight on
the two contrastive strategies in Eq. (20), and set λ1=λ2=0.5.

5.2 Synthetic Environment Comparison
To verify the effectiveness, we first compare the models in an ideal
synthetic environment. The synthetic dataset contains 1,500 normal
records and 1,200 cheating records generated from four different
bot programs (i.e., each generates 300 records). Each model is asked
to generate the embeddings for the records and a classical clus-
tering model (KMeans) [16] is then adopted to group the learned
embeddings into five categories. For an effective model, it should
not only distinguish the normal records from the cheating records,
but should also identify different types of game bots. Therefore,
an effective model should achieve good clustering performance
in this experiment. The results of NMI and ARI are presented in
Table 2. To present a more intuitive comparison, we use t-SNE [28]
to transform the representations into a 2-dimensional vector space
and plot the results in Fig. 2.

From the results, we can observe that the proposed FingFormer
achieves the best performance, with an improvement of 9.50% on
NMI and even 18.17% on ARI compared with the best-performing
baselines. Also, from the visualization in Fig. 2, we observe that
FingFormer makes each class tightly cluster together, as well as
identifies obvious boundaries between different clusters. For the
baseline models, methods traj2vec and Traj2SimVec perform poorly
on this dataset. For example, their NMI and ARI score are nearly
zero, and the learned embeddings are entangled severely. We also
find that t2vec achieves the satisfactory performance on this syn-
thetic dataset, and performs better than other baselines. This mainly
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Table 3: The performance of ARI, NMI, F1 on the offline
dataset (bold: best; underline: runner-up.)

scene A scene B
NMI ARI F1 NMI ARI F1

traj2vec 0.001 -0.001 0.663 0.001 0.000 0.665
Traj2SimVec 0.026 -0.021 0.580 0.009 -0.001 0.680
Transformer 0.515 0.603 0.886 0.122 0.074 0.629
t2vec 0.546 0.621 0.901 0.429 0.515 0.873
FingFormer 0.690 0.778 0.942 0.593 0.701 0.924
Improvement 26.37% 25.28% 4.55% 38.23% 36.12% 5.84%

owing to its down-sampling strategies for de-noising, which en-
hance its robustness in faced with different types of records. While
for Transformer, we find that it shows fair performance in this exper-
iment. As shown in Fig. 2, its learned embeddings can extract some
basic characteristics of the same class, still, the different classes are
entangled severely and nearly indistinguishable. The performance
of Transformer indicates that the attention mechanism cannot di-
rectly capture the distinctive operation patterns for distinguishing
the bots. On the opposite, owing to the graph-based modeling of
finger movement and interaction, our FingFormer outperforms all
baseline models to a large extent.

5.3 Offline Evaluation
We also conduct a set of experiment on the real mobile game data
to verify the effectiveness and generality. As described in previous
Section 5.1.1, we compare the performance on two scenes (A and B)
of the same gameGame0, each scene contains 1,500 normal records
and 1,500 cheating records. For each scene, the learned embeddings
will be grouped into two categories via KMeans. After that, we
calculate both the classification accuracy (F1) and the clustering
metrics (NMI, ARI ) to evaluate the performance. The results are
presented in Table 3.

As the pre-training data are also collected from scene A, we ob-
serve that most models (except traj2vec and Traj2Simvec) achieve
better performance in scene A than in scene B. Transformer shows
comparable performance with the best-performing baseline t2vec
in scene A, but its effect decreases significantly in scene B, indicat-
ing the poor generality of Transformer in the real-world mobile
game bot detection problem. For our FingFormer, it is consistently
superior than all baselines, for example, we gain the improvement
of over 25% on NMI and ARI, and 4.55% on F1 score in scene A.
Also, FingFormer displays good robustness and generality in Scene
B, with over 35% improvement on NMI and ARI and, as well as
satisfactory F1 score.

In conclusion, the results of the offline dataset indicates that
our FingFormer is both effective and general to detect the bots in
different scenes.

5.4 Online Evaluation
To investigate the effectiveness of our proposed FingFormer in the
real applications, we conduct a set of online experiments. From
the previous experiments, we regard t2vec as a competitor of Fing-
Former, thus we deploy the two models in the online environment

Table 4: Precision comparisons of the online data.

Game1 Game2 Game3
t2vec 0 0.0297 0.108
FingFormer 0.0392 0.0594 0.204
Improvement - 50.00% 47.06%

and compare their abilities of finding bots from the data flow of
three different online mobile games. In detail, for each online game,
the DBSCAN [11] algorithm is adopted to assign the learned embed-
dings into several clusters since it is not clear how many different
kinds of anomalies there are. We regard the records in the biggest
cluster as the normal records, while the records in other clusters
as the potential bots. Then, each model calculates the center of
each suspicious cluster, and infers top-1% possible cheating records
according to the embedding distance to the cluster centers. Finally,
the experts will label these records and calculate Precision. The
results are presented in Table 4.

We can observe that the two models both gain higher precision
inGame3. This is mainly because the popularity and the number of
active players ofGame3 is much larger than the other two games, so
there will be more potential cheating players in Game3. Moreover,
we can observe that our FingFormer outperforms t2vec to a large
extent. In particular, FingFormer has the improvement of about 50%
on both Game2 and Game3. In addition, t2vec cannot find any bots
from Game1, while our FingFormer still can infer several cheating
samples from the massive online data and achieve the precision
of 0.0392. Most notably, despite the precision of FingFormer on
Game1 and Game2 is not high, it is still of great significance for
the practical bot detection application. It means that experts can
use FingFormer to quickly find the samples of the new/latest bots
from the massive data flow, and design corresponding strategies
to avoid the loss of the game company. Therefore, the online ex-
periment results additionally verify the superiority of the proposed
FingFormer model for the online bot detection system compared
with the baseline.

6 CONCLUSION
We have introduced a Graph-based Transformer-style model, Fing-
Former, to tackle the exposed issues for the unsupervised mobile
game bot detection. We process the sensor data into the form of a
finger operation graph to explicitly model the contextual temporal-
spatial operation information between both hands. Moreover, to
embed the graph-based operation data into continuous vector space,
we introduce a novel graph-based encoding module and a left-right
interaction module. Finally, we propose two types of contrastive
learning strategies to effectively refine the distinctive embeddings.
Multi-faceted experimental results show that the proposed tech-
nique significantly boosts the mobile game bot detection systems.
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