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ABSTRACT
With the emerging of smartphones, mobile games have attracted billions of players and occupied most of the share for game companies. On the other hand, mobile game cheating, aiming to gain improper advantages by using programs that simulate the players’ inputs, severely damages the game’s fairness and harms the user experience. Therefore, detecting mobile game cheating is of great importance for mobile game companies. Many PC game-oriented cheating detection methods have been proposed in the past decades, however, they can not be directly adopted in mobile games due to the concern of privacy, power, and memory limitations of mobile devices. Even worse, in practice, the cheating programs are quickly updated, leading to the label scarcity for novel cheating patterns. To handle such issues, we in this paper introduce a mobile game cheating detection framework, namely FCDGame, to detect the cheats under the few-shot learning framework. FCDGame only consumes the screen sensor data, recording users’ touch trajectories, which is less sensitive and more general for almost all mobile games. Moreover, a Hierarchical Trajectory Encoder and a Cross-pattern Meta Learner are designed in FCDGame to capture the intrinsic characters of mobile games and solve the label scarcity problem, respectively. Extensive experiments on two real online games show that FCDGame achieves almost 10% improvements in detection accuracy with only few fine-tuned samples.
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1 INTRODUCTION
With the popularity of the commonly-used smart phones, recent years have witnessed a prosperous development of the online mobile games. Nowadays, mobile games represent one of the largest and fastest-growing Internet business sectors. For example, according to the research report released by Newzoo , the total number of mobile game players has exceeded two billion across the world and the revenues will reach 116.4 billion dollars in 2024. Despite the glories, the game companies always have to face the attacks from the game cheating programs. The currency and items acquired in games can be sold to other players for real profits. Thus many cheating activities generated by automated game bots are observed in almost all online games, bringing in incalculable loss for the game companies. Therefore, how to detect such cheating activities and building a healthy game environment have always been a vital and essential problem for many companies.

Many research attentions have been attracted to game cheating detection in the past decades. Existing works can be roughly

Thus, existing methods cannot be directly translated into mobile games. The reasons lie in the following two aspects:

- **Data Privacy.** Unlike PC games, mobile devices contain much sensitive information including locations, communications, and photographs. Requesting authorities for accessing such data is unacceptable for mobile game players. Therefore, in most cases, only the screen sensor data [14], which records the finger positions and events (e.g., click, drag), is feasible in mobile games for cheating detection.

- **Label Scarcity.** New cheating patterns are emerging quickly in mobile games while the detection should be conducted timely. It is intractable to obtain sufficient labeled samples for model training. That is to say, we usually have to face a few-shot learning problem. Therefore, how to detect cheating players in few-shot settings is a new problem and has not been studied.

In this paper, we propose a Few-shot Cheating Detection method for mobile games, namely FCDGame, to systemically solve the problems mentioned above. In brief, FCDGame is a meta-learning based framework, which has the following attractive characters:

- **Secure.** We only study the data collected by the screen sensors, which only records the touch coordinates and event types on the screen. It is the passive data in mobile games and would not offend the data privacy of players.

- **Low Demand.** FCDGame is designed for few-shot cheating detection. It extracts the common characteristics of previously detected cheating samples and can adapt to novel cheating patterns with only 1–5 labeled samples.

- **General.** As the screen sensor data can be collected in almost all kinds of mobile games, the proposed model is general for various games.

To obtain such characters, we model the screen sensor data as touch trajectories of fingers under a hierarchical deep learning architecture. The potential patterns of the trajectories relate to the users’ operations and are important for cheating detection. However, unlike traditional trajectory data, e.g., road networks, the touch trajectories are organized in a more complex hierarchical structure which makes it difficult to extract patterns. Therefore, inspired by the natural hierarchical structure of touch trajectories, we design a meta-learning based model FCDGame with hierarchical architecture. In detail, FCDGame contains two novel modules, i.e., the Hierarchical Trajectory Encoder and the Cross-patterns Meta Learner. The Hierarchical Trajectory Encoder models the sequential information of coordinates in each event as a representation vector and aggregates the vectors to generate the trajectory embedding. The parameters of the encoder are optimized with the Cross-patterns Meta Learner which is motivated by the meta-learning framework [8]. Specifically, we adopt the cheating detection on known patterns as the meta tasks and utilize the labeled samples of these patterns as supervised information to train a general model which can quickly adapt to novel cheating detection tasks. The main contributions are summarized as follows:

- **New Task.** We define a new task, i.e., few-shot mobile game cheating detection, which generally exists in almost all mobile games.

- **Hierarchical Architecture.** Based on the touch trajectory, we propose a novel hierarchical model FCDGame. It models the spatio-temporal information in coordinate-wise and event-wise to generate trajectory embedding. Our model not only protects data privacy but also extracts the common characters from different cheating patterns.

- **Real Commercial Data.** Extensive experiments on two real Netease games show that FCDGame achieves state-of-the-art performance and is general for different games. For example, we achieve over 80% accuracy in detecting novel cheating patterns even though the labeled samples available are limited in 1–5.

## 2 PRELIMINARY

In this section, we first detail the studied data collected from two real online games. After that, we give some formal definitions of cheating detection and translate it into a few-shot learning problem.

### 2.1 Data description

We collect one-week data (from April 21 to April 27, 2021) from two mobile games of Netease Inc. ², and the sampling frequency of successive coordinates is 400ms. For privacy concerns, we denote them as Battle and Rookie.

- **Battle:** There are 507,544 touch trajectories of players, 15,669 of which are labeled as cheats by experts.

- **Rookie:** The rookie consists of 322,899 touch trajectories, including 10,305 cheating samples.

**Data structure.** The touch trajectories are organized as a sequence of events which are basic operation units, i.e., click, down-up, down-click-up, drag, and drag-click. Each event is a sequence of coordinates with spatial and time information. In order to model the touch trajectories, it is necessary to model the potential characters of different events, and a hierarchical model is needed.

**Cheating Patterns.** The cheating samples in our datasets are labeled by the experts in Netease product teams. However, the original labels are either positive (cheating) or negative (normal). It is hard to figure out the sub-classes cheating patterns without the sub-classes of game cheating trajectories. To achieve the detection
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of novel cheating patterns, we adopt the unsupervised learning technique, i.e., seq2seq auto-encoder [32] to represent the cheating trajectories into embedding vectors and employ DBSCAN [3] to obtain the clusters of the cheating samples. After that, the experts check the samples in each cluster and find five cheating patterns which are different from each other. We provide some representative samples in the game Battle to show the extracted cheating patterns in Figure 1. As shown in the figure, compared with the normal patterns in (a) and (b), the cheating patterns are more regular. However, due to the limited labeled samples and the complexity of trajectories, it is hard to directly detect by traditional methods, e.g., angle-based statistics methods [29]. Among the cheating patterns, besides the common characters, there are also some differences which are not only in the easily disturbed features, e.g., angle and density, but also in the potential features. However, the angle and density are sensitive to the selected labeled samples and lead to poor performances of traditional methods in the few-shot settings. Therefore, the potential features are more useful, but they are difficult to be extracted.

2.2 Problem Definition

Given a dataset of touch trajectories, there usually exist some trajectories which are not likely generated by normal players. The mobile game cheating detection task is to separate game cheating trajectories from normal data.

However, the cheating patterns change fast in mobile games. The labeled samples of novel cheating patterns are hard to obtain. Therefore, we have to face a few-shot learning problem. The general few-shot learning [31] is to transfer the knowledge from an auxiliary dataset that is different from the task and learn a model for the target task with a small amount of supervised information. In our task, we aim to discover cheating samples of novel patterns with few labeled samples and adopt the labeled samples of known cheating patterns as the auxiliary dataset.

Formally, we denote a touch trajectory as $E = \{(T_1, e_1), \cdots, (T_M, e_M)\}$, where each tuple consists of a coordinates sequence and its event type. The coordinates sequence is denoted as $T_j = (p_1, p_2, \cdots, p_N)$, and each coordinate $p_j = (x_j, y_j, t_j)$ is a tuple, in which $x_j$ and $y_j$ are the pixel coordinates and $t_j$ is the timestamp of the position $p_j$.

Given the samples of $K_p$ ground-truth cheating patterns $T_T = \{T_1, \cdots, T_{K_p}\}$, where $K_p$ is the number of known cheat patterns and $T_j \in T_T$ is a set of labeled touch trajectories $E$ with labels 0 (normal) or 1 (cheating). We assume that samples in $T_T$ are sufficient. Then few labeled samples of $K_n$ novel cheating patterns (for example, less than 10 samples per class) are used as supervised information for target tasks, denoted as $T_{new}^{novel} = \{T_{new}^{novel} \cdots, T_{new}^{novel}\}$. Our task is to detect samples of the $K_n$ novel cheating patterns with the information of $T_{new}$ and the knowledge of ground-truth cheating patterns $T_T$.

3 METHODOLOGY

In this section, we detail the proposed FCDGame. As shown in Figure 2, FCDGame consists of two key components: Hierarchical Trajectory Encoder and Cross-pattern Meta Learner. The Hierarchical Trajectory Encoder is proposed to model the spatio-temporal relations of touch trajectories as well as the hierarchical relationship between coordinates sequences and events sequences. The Cross-pattern Meta Learner is an optimization strategy that transfers knowledge from ground-truth cheating patterns and guides the learning of the general meta-model. The meta-model can adapt to the novel cheating detection task quickly with few labeled samples of the target pattern.

3.1 Hierarchical Trajectory Encoder

As shown in Figure 3, we propose a hierarchical encoder to capture both the spatio-temporal information in coordinates sequences and the correlation of events sequences, namely Hierarchical Trajectory Encoder. Our Hierarchical Trajectory Encoder contains two procedures: (1) Coordinate-wise trajectory encoding, which models the spatial and temporal relations of coordinates in each event; (2) Event-wise trajectory encoding, which takes the output of Coordinate-wise trajectory encoding as input and captures the relations in event pairs. Next, we specify the operations in the two procedures.

3.1.1 Coordinate-wise trajectory encoding. As described in Section 2.1, the original data in touch trajectories are organized by events. Within each event, the coordinates sequence is captured to determine the event type, and the correlation of coordinates in the same event is stronger than those cross events. For example, the coordinates in a drag event are intended to complete a directional move, and are more relevant compared to the coordinate of the following click. Thus, it is necessary to model the coordinate-wise relations of coordinates in each event.

Suppose the length of the coordinates sequence is $N$, we denote it as $T = (p_1, p_2, \cdots, p_N)$. Each coordinate $p_i$ consists of a triad,
process coordinate. In original data, the coordinate is recorded as the location of the pixel, which could be various in different device types with different resolutions. Thus, we employ a min-max normalization to transform the pixel location into a normalized range:

\[
\begin{align*}
x_{\text{max}} &= \max(x_1, \ldots, x_N); & x_{\text{min}} &= \min(x_1, \ldots, x_N) \\
y_{\text{max}} &= \max(y_1, \ldots, y_N); & y_{\text{min}} &= \min(y_1, \ldots, y_N) \\
f_i^x &= \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}; & f_i^y &= \frac{y_i - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}}
\end{align*}
\]

process time. The time \( t_i \) in the triad denotes the absolute time when sampled, which, however, shows weak relatedness in the context. On the opposite, the time interval between different coordinates usually contains much useful information that can reflect the abnormal behaving patterns. For example, in first-person shooter games (FPS), the time interval between coordinates describes the reaction time of players. The operations with less reaction time are cheating activities.

Thus, instead of using the absolute time, we employ the time gaps as the input feature in FCDGame.

\[f_i^t = t_i - t_{i-1}; \quad f_i^t = 0\]

Similar to the coordinate features, we also normalize time features with min-max normalization as:

\[f_i^t = \text{Normalize}(f_i^t, \max(f^t), \min(f^t))\]

After that, We concatenate both coordinate features and time feature as \( f_i = \text{concat}(f_i^x, f_i^y, f_i^t) \), and take it as the input of Coordinate-wise trajectory encoding.

Then we employ BiLSTM to refine a expressive latent representation for each trajectory. Formally, a generic BiLSTM hidden layer updates with the following formulas:

\[
\begin{align*}
\overrightarrow{h}_t &= f(\overrightarrow{h}_{t-1}, f_i) \\
\overleftarrow{h}_t &= f(\overleftarrow{h}_{t+1}, f_i)
\end{align*}
\]

where \( f \) and \( \tilde{f} \) are the forward and backward LSTMs, \( \overrightarrow{h}_t \) and \( \overleftarrow{h}_t \) are the forward and backward hidden states. Then the hidden state can be concatenated as \( h_t = [\overrightarrow{h}_t, \overleftarrow{h}_t] \), which captures both the past and future information in the sequence. In detail, the hidden state at the last timestamp is used to be the representation of the current event, denoted by \( v = f(h_{N-1}) \).

3.1.2 Event-wise trajectory encoding. For an events sequence \( E = \{(T_1, e_1), \ldots, (T_M, e_M)\} \), the event type information in each tuple \( (T_i, e_i) \) is also essential to study the patterns of touch trajectories from the perspective of player’s operation. We encode the event type information with an embedding matrix. Specifically, for each event type, we construct a randomly initialized embedding matrix \( E \in \mathbb{R}^{d \times O} \), in which \( O \) is the amount of event types and \( d \) is the dimension of the embedding vector.

To refine the representation of the whole touch trajectory, we conduct the Coordinate-wise trajectory encoding to obtain the representation of each coordinates sequence and concatenate them with the event type embedding as:

\[
\begin{align*}
v_i &= \text{Encoding}_e(T_i) \\
e_i &= \text{Embedding}(e_i, E) \\
r_i &= \text{concat}(v_i, e_i)
\end{align*}
\]

where \( \text{Encoding}_e \) is the Coordinate-wise trajectory encoding. After that, we employ the Transformer [30] as the trajectory encoder, which has shown outstanding performance in modeling sequential data, such as nlp, video recognition etc. [20, 43]. As shown in Figure 3, we employ a \( L \)-layer Transformer to generate the final embedding of the touch trajectory. The input is the aggregation of \( r_i \), which can be denoted as:

\[X = [r_1; \ldots; r_M]\]
We observe that cheating patterns of mobile games usually have similar underlying common characters in touch trajectories, which can be generalized for both seen and unseen cheating patterns. Therefore, we introduce a meta-learning-based optimization strategy, namely Cross-pattern Meta Learner. The training procedure is two folds, i.e., meta-training and fine-tuning.

Inspired by the MAML [8], we define the following meta tasks for mobile game cheating detection. In meta-training, FCDGame treats different cheating patterns as different meta tasks. For data in $\mathcal{T}$, we have $K_p$ meta tasks, and we randomly sample normal samples to construct train data with cheating samples.

Specifically, we first divide the dataset of each cheating pattern into support set and query set, i.e., $\mathcal{T}_i = \mathcal{T}_i^{support} \cup \mathcal{T}_i^{query}$. In each training round, we sample $k$ touch trajectories for each cheating pattern in $\mathcal{T}_i^{support}$ and organize them as the training data for the $i$-th meta task.

We denote the parameters of FCDGame as $\theta = \{\theta^E, \theta^K\}$, where $\theta^E, \theta^K$ represent the trajectory encoder’s and the classifier’s respectively. As described in [8], the meta training contains two sub-procedures, i.e., customized model update and meta learner update. In the first one, the parameters $\theta'_i$ of $i$-th task are initialized by $\theta$, and then they are updated by the loss of the samples from $\mathcal{T}_i^{support}$, which is expressed as:

$$\theta'_i = \theta - \alpha \nabla f(\mathcal{T}_i^{support})$$

In the meta learner update, the $\mathcal{T}_i^{query}$ is adopted to the customized model with $\theta'_i$ to get the loss of each task which is used to update the meta learner parameters $\theta$:

$$\theta = \theta - \beta \nabla \sum_{i=1}^{K_p} \mathcal{L}_i^{query}(f(\theta))$$

With the above procedure, FCDGame will be optimized for several sampling iterations until it converges.

**Fine-tuning.** In the fine-tuning procedure, we employ $\mathcal{T}_i^{new}$ to optimize the model in meta-training to detect novel cheating patterns. Then we evaluate the model on the dataset which has the same cheating types as $\mathcal{T}_i^{new}$ and denoted as $\mathcal{E}_i^{new} = \{E_1^{new}, ..., E_{K_m}^{new}\}$. To detect the samples of the $i$-th cheating pattern in $\mathcal{E}_i^{new}$, we use the samples in $\mathcal{T}_i^{new}$ as the fine-tuned data. Note that the parameters of $\theta^K$ are shared in tasks while the parameters of the classifier are trained from scratch. Owing to the training mechanism of meta learner, FCDGame can fast adapt with few labeled samples.

**Table 1: The statistics of the datasets.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\mathcal{T}_1$</th>
<th>$\mathcal{T}_2$</th>
<th>$\mathcal{T}_3$</th>
<th>$\mathcal{T}_1^{new}$</th>
<th>$\mathcal{T}_2^{new}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battle</td>
<td>30000</td>
<td>1195</td>
<td>1912</td>
<td>1200</td>
<td>1650</td>
</tr>
<tr>
<td>Rookie</td>
<td>30000</td>
<td>1356</td>
<td>1505</td>
<td>899</td>
<td>1306</td>
</tr>
</tbody>
</table>

4 EXPERIMENT

In this section, we detail the experiment setup and conduct extensive experiments to demonstrate the effectiveness of our proposed framework on two real game datasets, i.e., Battle and Rookie.
Table 2: Performance comparison results of Precision, Recall and F1-score

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>1-shot</th>
<th></th>
<th>5-shot</th>
<th></th>
<th>10-shot</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>precision</td>
<td>recall</td>
<td>F1-score</td>
<td>precision</td>
<td>recall</td>
<td>F1-score</td>
<td>precision</td>
</tr>
<tr>
<td>Battle</td>
<td>Rule-based method</td>
<td>0.3216</td>
<td>0.4524</td>
<td>0.3759</td>
<td>0.3753</td>
<td>0.4985</td>
<td>0.4282</td>
</tr>
<tr>
<td></td>
<td>BiLSTM</td>
<td>0.5729</td>
<td>0.8539</td>
<td>0.6857</td>
<td>0.6758</td>
<td>0.8114</td>
<td>0.7374</td>
</tr>
<tr>
<td></td>
<td>ABLSTM</td>
<td>0.5194</td>
<td>0.5071</td>
<td>0.4980</td>
<td>0.7017</td>
<td>0.8833</td>
<td>0.78054</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.6073</td>
<td>0.5885</td>
<td>0.5825</td>
<td>0.7443</td>
<td>0.8950</td>
<td>0.8127</td>
</tr>
<tr>
<td></td>
<td>MAML</td>
<td>0.5792</td>
<td>0.7940</td>
<td>0.6698</td>
<td>0.7304</td>
<td>0.9202</td>
<td>0.8144</td>
</tr>
<tr>
<td></td>
<td>Enc-Dec-AD</td>
<td>0.5593</td>
<td>0.7456</td>
<td>0.6392</td>
<td>0.3107</td>
<td>0.8054</td>
<td>0.4484</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.6481</td>
<td>0.8913</td>
<td>0.7475</td>
<td>0.7471</td>
<td>0.9923</td>
<td>0.8493</td>
</tr>
<tr>
<td>Rookie</td>
<td>Rule-based method</td>
<td>0.2613</td>
<td>0.3269</td>
<td>0.2904</td>
<td>0.3958</td>
<td>0.4370</td>
<td>0.4154</td>
</tr>
<tr>
<td></td>
<td>BiLSTM</td>
<td>0.3178</td>
<td>0.4556</td>
<td>0.3744</td>
<td>0.6012</td>
<td>0.715</td>
<td>0.6531</td>
</tr>
<tr>
<td></td>
<td>ABLSTM</td>
<td>0.4042</td>
<td>0.5466</td>
<td>0.4647</td>
<td>0.601</td>
<td>0.6667</td>
<td>0.6321</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.4618</td>
<td>0.6776</td>
<td>0.5493</td>
<td>0.6509</td>
<td>0.8076</td>
<td>0.7208</td>
</tr>
<tr>
<td></td>
<td>MAML</td>
<td>0.2407</td>
<td>0.6297</td>
<td>0.3483</td>
<td>0.6626</td>
<td>0.7667</td>
<td>0.7108</td>
</tr>
<tr>
<td></td>
<td>Enc-Dec-AD</td>
<td>0.2457</td>
<td>0.6313</td>
<td>0.3537</td>
<td>0.3922</td>
<td>0.72</td>
<td>0.5078</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.6257</td>
<td>0.7963</td>
<td>0.6116</td>
<td>0.7007</td>
<td>0.9999</td>
<td>0.8694</td>
</tr>
</tbody>
</table>

Table 3: Performance comparison with different number of shots on Battle dataset.

<table>
<thead>
<tr>
<th># of shot</th>
<th>method</th>
<th>precision</th>
<th>recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-shot</td>
<td>MAML</td>
<td>0.5792</td>
<td>0.7940</td>
<td>0.6698</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.6073</td>
<td>0.5885</td>
<td>0.5825</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.6481</td>
<td>0.8913</td>
<td>0.7475</td>
</tr>
<tr>
<td>2-shot</td>
<td>MAML</td>
<td>0.5464</td>
<td>0.8715</td>
<td>0.6717</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.6856</td>
<td>0.7823</td>
<td>0.7223</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.7023</td>
<td>0.9355</td>
<td>0.7799</td>
</tr>
<tr>
<td>3-shot</td>
<td>MAML</td>
<td>0.7038</td>
<td>0.8357</td>
<td>0.7641</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.7016</td>
<td>0.9182</td>
<td>0.7930</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.7291</td>
<td>0.9563</td>
<td>0.8187</td>
</tr>
<tr>
<td>4-shot</td>
<td>MAML</td>
<td>0.6952</td>
<td>0.8753</td>
<td>0.7775</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.7061</td>
<td>0.8608</td>
<td>0.7683</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.7307</td>
<td>0.9855</td>
<td>0.8332</td>
</tr>
<tr>
<td>5-shot</td>
<td>MAML</td>
<td>0.7304</td>
<td>0.9202</td>
<td>0.8144</td>
</tr>
<tr>
<td></td>
<td>H-LSTM</td>
<td>0.7443</td>
<td>0.8950</td>
<td>0.8127</td>
</tr>
<tr>
<td></td>
<td>FCDGame</td>
<td>0.7471</td>
<td>0.9923</td>
<td>0.8493</td>
</tr>
</tbody>
</table>

4.1 Experiment setup

We first introduce the datasets, evaluation metrics, compared baselines and implementation details of our experiments.

**Dataset.** As described in Section 2.1, we employ the trajectories of two real mobile games to evaluate the performance of FCDGame. We drop the trajectories with a length of less than 20. For each dataset, we select 60% of cheating patterns as known and the remaining as novel patterns. The data labels are obtained from human experts. The statistics of the datasets are shown in Table 1.

**Evaluation metrics.** We adopt the following metrics: Precision, Recall and F1-score, to evaluate the model performance.

**Baseline models.** Due to the fact that there is no existing work on few-shot mobile game cheating detection, we compared FCDGame with five methods which are designed for PC game cheating detection and sequence modeling. The details of compared methods are described as follows:

- Rule-based method [29]: The method focuses on the differences in occurrence frequencies of different angles in the motion of robots and humans, using histograms to describe
the distribution of angles. Then the nearest centroid classifier is used to identify cheating samples.

- BiLSTM [23]: BiLSTM is a general model which can efficiently handle sequence data and captures the global and local dependencies of sequences. We train the model with known cheating samples while fine-tuning with few novel cheating samples.
- MAML [8]: We employ BiLSTM as an encoder for the sequence data and update the parameters with the model-agnostic meta-learning algorithm.
- ABLSTM [33]: This method focuses on players’ behavior sequences and proposes a BiLSTM with attention for game cheating detection. The model is trained with the same setup as above BiLSTM.
- H-LSTM [35]: A hierarchical model to model sequential information, which can be easily adapted to model the touch trajectories.
- EncDec-AD [18]: An encoder-decoder based model for anomaly detection in sequence data, optimized by minimizing the reconstruction error. We trained the model with a large number of normal samples and then added an extra classifier behind the encoder for cheating detection, which fine-tuned with few novel cheating samples.

To analyze the influence of choosing different numbers of cheating patterns, we report the average performance of the combinations on the Battle dataset in Figure 5. With the increase of cheating patterns, FCDGame achieves a significant performance improvement. The same observation can also be found on the Rookie dataset. There is a significant increase when the number of cheating classes changes to 3, and after that the performance keeps stable. The reason for the results lies in the biased learning of the model, i.e., models trained with several patterns may focus on specific features that are not general for other cheating patterns, which leads to ineffective learning or even 1-shot setting, indicating that the hierarchical structure is suitable for modeling touch trajectories. We also evaluate the performance of FCDGame compared with two typical baselines (i.e., MAML and H-LSTM) in different shot settings. The results on Battle are shown in Table 3. Obviously, with the increase of fine-tuned samples, the performances of baseline methods are improved steadily. However, with the reduction of the labeled samples, their performances drop sharply. For example, in 1-shot setting, the compared methods almost lost the detection ability, i.e., their precision is around 50%. Conversely, despite the performance of FCDGame also decreasing, it still achieves over 60% precision on both Rookie and Battle. We attribute this to the Cross-pattern Meta Learner, which enables the model to adapt to the novel cheating patterns quickly.

### 4.3 Ablation Study

We conducted an ablation study to analyze the effectiveness of the proposed components in FCDGame. Two variants are proposed: FCDGame-Meta and FCDGame-H. We first verify the role of the Hierarchical Trajectory Encoder with FCDGame-Meta. In detail, FCDGame-Meta replaces the Hierarchical Trajectory Encoder with a BiLSTM-based model and is trained in the manner of Cross-pattern Meta Learner. As shown in Figure 4, FCDGame achieves a better performance than FCDGame-Meta, the F1-score is about 3% improvements on Battle and 16% on Rookie. These observations indicate that the hierarchical architecture is effective in modeling the touch trajectories, and our Hierarchical Trajectory Encoder has a remarkable ability to extract the hierarchical relations between coordinates and events. Also, it validates that the relation information is informative in detecting mobile game cheating patterns.

Then we examine the effectiveness of the Cross-pattern Meta-learner by comparing the performance gap between FCDGame and FCDGame-H. FCDGame-H employs the Hierarchical Trajectory Encoder for embedding and is directly optimized by stochastic gradient descent. The results are shown in Figure 4. Owing to the meta-learner, FCDGame significantly outperforms FCDGame-H on all the metrics, e.g., F1-score, it achieves nearly 5% improvements on the Battle dataset and 15% on the Rookie dataset. These results show that our Cross-pattern Meta-learner can effectively improve the performance of the model to detect novel cheating patterns with few labeled samples from a parameter optimization perspective.

### 4.4 Sensitivity Analysis

To analyze the influence of choosing different numbers of cheating patterns in meta-training, we provide different numbers of cheating classes in the meta-training stage to analyze the sensitivity of FCDGame. We vary the number of cheating patterns from 1 to 5 and evaluate all combinations of the 5 patterns. Then we report the average performance of the combinations on the Battle dataset in Figure 5. With the increase of cheating patterns, FCDGame achieves a significant performance improvement. The same observation can also be found on the Rookie dataset. There is a significant increase when the number of cheating classes changes to 3, and after that the performance keeps stable. The reason for the results lies in the biased learning of the model, i.e., models trained with several patterns may focus on specific features that are not general for other cheating patterns, which leads to ineffective learning or even
We have the following observations: (1) The detected samples are with the specific input features such as action frequency, action type, which verifies that FCDGame can capture the potential features. There is a continued interest in game cheating detection for many years while most of them are proposed for PC games. The methods can be divided into two categories. The traditional approaches [10, 26] are widely used in industries. For example, the anti-cheating system [28] is built with dynamically maintainable blacklists of cheating processes and identifies the clients with suspicious programs as cheating players. Kesteren[29] introduces a rule-based method that focuses on the distribution of angles in the motion of robots and humans. However, these traditional approaches are mostly limited by the prior knowledge of experts and are poor in the environment with cheats constantly emerging.

Nowadays, the machine learning-based [12, 21, 34] approaches have received considerable critical attention. Some researchers [10, 15, 33] have tried to characterize players’ activities with pre-selected handcrafted features. For example, Thawonmas [27] analyses the operation sequences in log data and trains a support vector machine with the specific input features such as action frequency, action type, and time interval. Xu[33] proposes a sequence-level model which focuses on players’ behavior sequences and introduces a BiLSTM-based model. However, the performance is poor in the complex sequences. Another trend of machine learning-based approaches is applied with the hypothesis that game cheating would repeat the similar action sequences [5, 7], so the users with high self-similarity would be concerned as illegal users. Lee [16] proposes a detection framework to measure the frequencies of users’ repeat activities over time without the dependency on the specific game contents and achieves good performance on the real-world dataset. Since the evaluation of self-similarity requires a large number of action sequences, the self-similarity based methods are limited in practice.

Considering the data privacy and generalization, we focus on the touch trajectories which collected with the sensors under the screen. Compared with the diverse data in PC games, the information in these trajectories is rich but hidden. Moreover, the few-shot problem caused by label scarcity of novel cheating patterns leads to the under-learning of models, which disables most existing detection approaches.

5 RELATED WORK

5.1 Game cheating detection

There has been increasing interest in trajectory modeling with the development of downstream tasks such as trajectory forecasting [25, 39, 42], trajectory retrieval [11, 36, 38, 40], etc. Some researchers [23, 37] introduce recurrent neural network (RNN) and its variants (e.g., LSTM) to process the trajectories, which have been proved effective for sequence data in nature language processing [1]. For example, Xue [35] proposes a hierarchical LSTM-based model for pedestrian trajectory prediction, which considers both the influence of social neighborhood and scene layouts. Some researchers [41] also adopt GNN to model the relationship of trajectories. For example, Mo [19] proposes a GNN-RNN based encoder-decoder network for interaction-aware trajectory prediction.

There are also some other literature on trajectory modeling. However, most of them focus on the road networks while little quantitative analysis of touch trajectories.

5.2 Trajectory modeling

In recent years, there has been an increasing interest in trajectory modeling with the development of downstream tasks such as trajectory forecasting [25, 39, 42], trajectory retrieval [11, 36, 38, 40], etc. Some researchers [23, 37] introduce recurrent neural network (RNN) and its variants (e.g., LSTM) to process the trajectories, which have been proved effective for sequence data in nature language processing [1]. For example, Xue [35] proposes a hierarchical LSTM-based model for pedestrian trajectory prediction, which considers both the influence of social neighborhood and scene layouts. Some researchers [41] also adopt GNN to model the relationship of trajectories. For example, Mo [19] proposes a GNN-RNN based encoder-decoder network for interaction-aware trajectory prediction.

There are also some other literature on trajectory modeling. However, most of them focus on the road networks while little quantitative analysis of touch trajectories.

5.3 Few shot learning

Recently, few-shot learning has attracted extensive attention. The methods can be divided into three categories [17, 31], including data augmentation-based approaches, model-based approaches, and algorithm-based approaches. Date augmentation-based approaches [6, 22] apply prior knowledge to augment the supervised information. For example, Schwartz [22] proposes a modified auto-encoder to extract transferable deformations between pairs of training instances at the same level and apply them to synthesize samples of novel classes. The model-based approaches [17, 24] aim to constrain hypothesis space, and the main strategies include parameter sharing and parameter bundling, which can be applied to share
general information between different tasks. The algorithm-based approaches [2, 9] alter the search strategies for the optimal parameters with the guidance of prior knowledge. Finn [8] proposes a model agnostic algorithm to study the optimal initialization parameters with two-layer optimized strategy.

Few-shot learning is a major area of interest within the field of image classification, target detection, recommendation, etc. As far as we know, the study of mobile game detection in a few-shot setting has not been studied.

6 CONCLUSION

we have introduced a new problem of few-shot cheating detection in mobile games and analyzed its challenges in data privacy and label scarcity. To address these challenges, we aim to use the touch trajectories which are passively collected by the game applications as the data source and introduce a hierarchical architecture, namely FCDGame. It can not only capture the nature of hierarchical trajectories, but also extract common features from previously known cheating patterns. FCDGame has three attractive characters, i.e., secure, low demand and general. Extensive experiments on two real games demonstrate the superiority of FCDGame over existing cheating detection methods.
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